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Abstract
Determining the meaning of or understanding a given input in natural language is a challenging task for a computer system. This
paper discusses a well known technique to determine semantic relatedness of terms: corpus-based co-occurrence statistics. Aside from
presenting a new approach for this technique, the Bidirectional Co-occurrence Measure, we also compare it to two well-established
measures, the Pointwise Mutual Information and the Normalized Google Distance. Taking these as a basis, we discuss a multitude of
popular test sets, their test methodology, strengths and weaknesses while also providing experimental evaluation results.

1. Introduction
Basic text analysis algorithms often operate with so

called bag of word models. A given document is repre-
sented by a vector containing the number of occurrences
for each word. Since this creates a vector-space represen-
tation of a given document, techniques such as defining
similarity measures based on mathematical distance mea-
sures in vector-space can be used for information retrieval.
However, these representations are somewhat sparse, not
taking into account the meaning of each word.

In a such a model, the words “rain” and “thunder” oc-
curring in two different documents would not be related in
any way, while they actually both belong to certain seman-
tic concepts such as “weather”. Thus, without semantic
knowledge, these two documents would be, according to,
for example, their cosine similarity, less related or even
not related at all. With knowledge about the semantic re-
latedness of terms this could be overcome, for example by
augmenting the originally sparse vectors with related con-
cepts or using a vector similarity measure that takes into
account the semantic distance of terms. An example for an
information retrieval scenario that benefited greatly from
semantic knowledge can for example be found in Finkel-
stein et al. (2001).

Multiple so called Measures of Semantic Relatedness
(MSRs) have been introduced and evaluated in the past
(Landauer and Dumais, 1997; Turney, 2001; Cilibrasi and
Vitanyi, 2007; Lindsey et al., 2007; Landauer and Dumais,
1997). A common problem is the comparability of the re-
sults. The authors are using many different corpora to ac-
quire the underlying knowledge base and evaluate their al-
gorithms with different benchmarks (Nelson et al., 2004;
Landauer and Dumais, 1997; Miller and Charles, 1991;
Rubenstein and Goodenough, 1965; Baroni and Lenci,
2011), which are each designed to test specific parts of
MSRs and are suffering from some drawbacks (Baroni and
Lenci, 2011).

In this paper we summarize the general idea behind
MSRs as well as the methodology of calculating their val-
ues based on the used corpus and other parameters. We
then discuss two often used MSRs, the Pointwise Mu-
tual Information (PMI) (Turney, 2001) and Normalized

Google Distance (NGD) (Cilibrasi and Vitanyi, 2007) and
compare those to a new and intuitive MSR we introduce
in this paper called Bidirectional Co-occurrence Measure
(BCM).

2. Measures of Semantic Relatedness
When talking about measuring “semantic relatedness”,

we should first define what we mean by saying that two
terms are semantically related. While terms can be related
in numerous ways, for example linguistically, such as syn-
onyms or meronyms, or rather informally, such as “rain”
and “thunder”, we would like to look at their relations with
regard to the meaning of the two terms.

Although the concept of how two things are related to
each other is easy to understand, a very formal definition
is hard to give. As El-Yaniv and Yanay (2012) quote from
Wikipedia, semantic relatedness is about “How much does
term A have to do with term B”.

Before we are going to present three measures, that try
to achieve measuring “semantic relatedness”, we would
like to point out that in this paper we are only looking
at measures on the basis of corpus-based co-occurrence
statistics. The simple idea behind this, suggested by Lan-
dauer and Dumais (1997), is that “words with similar
meanings will tend to occur in similar contexts” (Bulli-
naria and Levy, 2007). Having provided some examples
for related work in the introduction, we would like to point
to said publication by Bullinaria & Levy for a more in-
depth review of previous work in this field. For our further
discussions we specifically chose PMI as well as NGD be-
cause of their general popularity and similarity to BCM in
representing relatedness values.

2.1. Pointwise Mutual Information
The PMI (Turney, 2001) has often been used as MSR

(Lindsey et al., 2007; Turney et al., 2010). The measure
is based on the probability of two terms occurring in the
same window of text versus the probabilities of the two
terms occurring separately. The score of relatedness of two
given terms x and y is computed as

PMI(x, y) = log2

(
p(x, y)

p(x) · p(y)

)



where p(x), p(y) is the probability of the the term x, re-
spectively y, to occur in a text-window and p(x, y) denotes
the dependent probability that both terms x and y occur
within the same text-window. When x and y are statisti-
cally independent, the probability of their co-occurrence is
p(x) · p(y). If they are not independent, which means they
often occur together, p(x, y) will be greater than p(x)·p(y).
Hence the ratio p(x,y)

p(x)·p(y) will yield higher values for depen-
dent terms x and y and therefore PMI is a measure for the
statistical dependence of the term’s co-occurrence.

2.2. Normalized Google Distance
NGD (Cilibrasi and Vitanyi, 2007) is another MSR,

performing well for various tasks. Like PMI it harnesses
the probability of co-occurrences. NGD is computed as
follows

NGD(x, y) =
max {log f(x), log f(y)} − log f(x, y)

logM −min {log f(x), log f(y)}

where f(x), f(y) denotes the number of text-windows
including the term x, respectively y, f(x, y) the number of
windows including both, and M is the overall number of
text-windows.

By this definition the NGD measures the distance be-
tween two given terms. As we want to measure the related-
ness, we are using the Normalized Similarity Score (NSS)
(Lindsey et al., 2007), which is computed as

NSS(x, y) = 1−NGD(x, y).

2.3. Bidirectional Co-occurrence Measure
The Bidirectional Co-occurrence Measure is based on

an intuitive usage of the raw co-occurrence frequencies
combined with standard weighting techniques and normal-
ization:

Following the idea that a higher number of co-
occurrences within the same context correlates with a
stronger relatedness of two words, we are still facing the
problem that single words frequencies follow Zipf’s Law
and thus for example f(a,“the”) will outrank almost ev-
ery other combination of words. To overcome this, we
chose to leverage the Inverse Document Frequency (idf) of
words (Jones, 1972), which is a common weighting tech-
nique in information retrieval, in combination with the raw
co-occurrence counts.

We then define the directed strength from term a to
b, with f(a, b) being the raw co-occurrence frequency, as
d(a, b) = f(a, b) · idf(b) and the normalized directed
strength with T being the set of all terms in the corpus
as

dn(a, b) =
d(a, b)

maxt∈T d(a, t)
.

Now, dn(a, b) is an intuitive measure of how important
term b is in the context of term a with values in [0, 1]. The
final measure takes the “importance” of b in the context of
a and multiplies it with the “importance” of a in the context
of b: bcm(a, b) = dn(a, b) · dn(b, a). This not only ampli-
fies ratings for words which are important in each others

context but also further damps the final ranking of frequent
words since dn(a, b) is normalized: Although dn(a,“the”)
might still be quite high, dn(“the”, a) probably is not.

3. Methodology
Research indicates that corpus selection significantly

influences the performance of MSRs. Lindsey et al. (2007)
for example point out that too old literature may not be ac-
curate training data for modern similarity detection tasks,
because words frequently used today did not even exist
back in the past.

To overcome these issues, Baroni and Lenci (2011)
suggest to base the MSR scores on a standardized cor-
pus. The one they suggest is constructed based on a com-
bination of ukWaC (Ferraresi et al., 2008) and a 2009
Wikipedia dump, called WaCkypedia EN, which are both
available at the project page of the WaCky initiative (Ba-
roni et al., 2009)1.

Even though the corpus is mainly web derived, the cre-
ators made sure to meet certain quality criteria and finally
evaluated ukWaC through word list comparison with the
British National Corpus (BNC) (Ferraresi et al., 2008).
This makes the combination of ukWaC with WaCkype-
dia EN a very large general-purpose corpus of the English
language and should be considered as a very good choice
for experimentation regarding MSRs2.

Another factor that greatly affects results is the defini-
tion of a “context” (see Baroni and Lenci (2011)). We ex-
perimented with different sizes and came to the conclusion
that for our evaluations, two words should be in the same
context if they were two sentences apart (i.e. a context is a
three sentence window in a larger document). This serves
as a compromise between looking at whole documents and
direct term neighborhoods.

4. Performance Evaluation
There are multiple methods to evaluate the perfor-

mance of MSRs. In this section we are reviewing and dis-
cussing popular ones and present the results for the chosen
MSRs discussed in section 2.

4.1. Legacy Tests
One of the earliest test sets containing human judge-

ment on semantic similarity was created by Rubenstein and
Goodenough (1965) as early as 1965 during an experiment
with up to 36 college students, which were to rate the “sim-
ilarity of meaning” of in total 65 pairs of nouns on a scale
from 0 to 4. They used the data they obtained during the
experiment to conclude “that a pair of words is highly syn-
onymous if their contexts show a relatively great amount
of overlap”.

Later on, Miller and Charles (1991) used a subset of
30 of the original 65 noun pairs of Rubenstein and Good-
enough’s test set in another experiment, in which they ob-
tained new ratings from 0 to 4 by 38 students, which they

1http://wacky.sslmit.unibo.it
2Although we encourage researchers to use the corpus by Ba-

roni et al. (2009), due to limited time and resources the test results
we present in the following chapters are based on a corpus gen-
erated by a dump of the English Wikipedia.



MSR Correlation

PMI 0.666
NSS 0.686

BCM 0.634

(a) Overall

MSR Correlation

PMI 0.478
NSS 0.647

BCM 0.662

(b) Grouped

Table 1: Spearman correlation results of tested MSRs for
the WordSim-353 dataset.

found to have an exceptionally high correlation with the
original scores from 1965.

We consider these test sets as “legacy tests” not be-
cause the ratings on semantic similarity are quite old and
may be outdated (which is probably not true, as Miller and
Charles’ results suggest), but because the original test set
was not designed to provide a benchmark for MSRs, but
to prove a much more general point, which we cited be-
fore. Thus, the choice of word pairs does not provide a
very good coverage of different types of semantic relations
we would expect for a benchmark set, not to mention the
very small size of the set of only 65 word pairs.

4.2. WordSim-353
The WordSim-353 dataset (Finkelstein et al., 2001)

consists of 353 word pairs rated by 16 human subjects.
It includes the 65 pairs used in Rubenstein and Goode-
nough’s set. Given a word pair, the subjects had to as-
sign a score between zero (totally unrelated) and ten (very
related). To evaluate a MSR the authors of the dataset re-
ported correlation scores with the human judgement.

According to Baroni and Lenci (2011), WordSim-353
suffers mainly from the large variety of different types of
semantic relations within the set. Evaluating a MSR favor-
ing synonyms over meronyms may yield worse results than
another one, which is not a better algorithm in general, but
just favors different semantic relations.

Despite these drawbacks, we conducted two evalua-
tions using the WordSim-353 test with our implementa-
tions of PMI, NSS, and BCM, following the procedure in
Finkelstein et al. (2001). In the first test we calculated
all scores for all pairs and compared the resulting rank-
ings with the human judgements calculating the Spear-
man’s rank correlation. This evaluation measures overall
correlation. The second test groups term pairs with a com-
mon term and calculates the Spearman’s rank correlation
for each group. The resulting correlation values are then
weighted with their group size and the average is calcu-
lated. Differences are significant comparing the distribu-
tions of group correlations using a Tukey Honestly Signif-
icance test (α = 0.05).

The results of the test in table 1 show that all measures,
maybe with the exception of PMI on the grouped test, per-
form reasonably well, even in the overall correlation.

4.3. Free Association Norms
In a large-scale experiment Nelson et al. (2004) asked

over 6000 experiment participants to freely associate a
given term with any other term that came to their minds.

The given cue terms consisted of 76% nouns, 13% ad-
jectives and 7% verbs. By aggregating the results of the
subjects, they created a data source containing 72186 term
pairs, that can be used as a test set for MSRs.

Although the authors suggest to use their data “for eval-
uating statical models of semantic representation”, the ex-
periment setup did not explicitly suggest that the partici-
pants should find semantically related words but freely as-
sociate. This leads to certain effects such as 49 out of 152
people (32.2%) responded to the cue instinct with basic
(the authors explain this with the well-known 1992 movie
Basic Instinct). However, if multiple people associated the
same term with a cue, it is probable that there is a semantic
relation between the two.

Lindsey et al. (2007) suggested an experiment setup
that takes for each cue the set of given responses as truly
semantically related and add a set of randomly chosen
words of the same size as false ones. A MSR is evaluated
by rating all pairs in the resulting set and ordering them by
relatedness. If there are n true relations, they defined the
accuracy as the number of true relations in the best n tu-
ples divided by the number of true relations. For this test
setup the dataset contains of 5018 groups, each containing
on average 28.8 term pairs.

Maki et al. (2004) also used the forward strength of
the norms, that is the percentage of people who chose a
specific target for a given cue word, to compare correlation
with the results of a MSR. With an LSA approach they
reported a 0.267 correlation (N = 49362).

For the “discriminate-from-random” test setup in table
2, again, all MSRs are performing reasonably well, with
BCM performing best when calculating the average accu-
racy over all groups as well as when weighting the accu-
racy with the size of the group. Although the differences
in accuracy seem small, because of the large test set all
pairwise differences are again significant (α = 0.05).

Looking at the results of the correlation tests, we report
average Spearman’s rank correlation per group. BCM per-
forms best but the correlation values are much lower than
for WordSim-353. This is probably due to the fact that the
“forward strength” in free associations is in itself only a
measure that is merely correlated to semantic relatedness.

The most obvious drawback of this benchmark has
been discussed above: The simple fact that the dataset has
not been created to evaluate semantic relatedness. A mi-
nor problem is the uncontrolled random sample. Though,
the set allows to test a vast amount of different types of
semantic relations.

MSR Average Weighted

PMI 0.773 0.767
NSS 0.780 0.774

BCM 0.796 0.791

(a) “Discriminate-from-
random” accuracy

MSR Correlation

PMI 0.220
NSS 0.243

BCM 0.283

(b) Forward strength correla-
tion

Table 2: Results for the tested MSRs on the Free Associa-
tion Norms dataset.



4.4. TOEFL
Landauer and Dumais (1997) introduced the TOEFL

synonymy detection task as a benchmark for MSRs3. The
test includes 80 questions, each consisting of a given tar-
get term and four possible choices. One of those choices
has to be identified as a synonym to the target term, the
remaining answers are no synonyms of the target. The av-
erage non native english speaker in the USA achieves a
mean accuracy of 64.5% (Landauer and Dumais, 1997).
While at first sight it seems great to measure the capabil-
ity of an algorithm to identify synonyms, this restriction to
only one type of semantic relation can also be considered
a drawback (Baroni and Lenci, 2011). Due to the unco-
herent pattern of choices for the distractions, a MSRs gen-
eral performance is hard to measure using this benchmark
set. Finally, each answer being evaluated binary causes
large differences in the accuracy: One more correctly an-
swered question yields 1.25% more accuracy with only 80
test cases.

Evaluating the three MSRs on the TOEFL test set, all
are displaying the same performance: 62.5% accuracy,
which is 50 out of 80 correct answers. The reached score,
however, is rather low compared to other published results
on this popular test, which reach up to 100% accuracy
(Bullinaria and Levy, 2012) with specifically tuned algo-
rithms and parameters. Another reason for the low perfor-
mance probably is that for the task of synonymy detection,
it would be better not to compare the semantic similarity of
terms itself but to compare the similarity of their contexts.

4.5. BLESS
Baroni and Lenci (2011) have designed their BLESS

dataset specifically with the evaluation of MSRs in mind.
The main problem they see with current testing of

MSRs is that researchers often “compar[e] a single qual-
ity score”, such as TOEFL accuracy or WordSim-353 cor-
relation, to evaluate if a specific MSR outperforms others.
While we do not think that it is a generally bad idea to
quantify the performance of a MSR, we strongly agree that
it is important to reflect on “how and why the models dif-
fer”. The BLESS set is designed specifically to give more
insight into the latter.

The dataset consists of 200 nouns with 5 different true
types of relations as well as 3 random types. With each
of the 8 relation types containing on average about 133 re-
lated terms, the whole dataset consists of 26554 concept-
type-relatum tuples. To assess a specific MSR’s behav-
ior regarding different types of semantic relations, the au-
thors have chosen the 5 classes of semantic relations as
co-hyponym or coordinate, hypernym, meronym, attribute,
and event. The former three being nouns, attributes being
adjectives and events verbs. The three random types are di-
vided by their word type, with nouns, adjectives and verbs
as a controlled group of non-semantically related terms to
the original nouns. The authors have given great thought
to the selection of the terms in their dataset, which is much
more thoroughly described in Baroni and Lenci (2011).

3We would like to thank Dr. Thomas K. Landauer and his
team at the University of Colorado for providing the TOEFL test
set.

MSR Accuracy

PMI 0.783
NSS 0.784

BCM 0.77

Table 3: “Discriminate-from-random” accuracy using the
BLESS dataset.

The suggested experiment setup is based on box plots
of per-concept z-transformed similarity scores. For each
concept the authors pick the best result, nearest neighbor,
per relation type in order to average out model specific
preferences (e.g. a preference towards technical terms).
The resulting 8 transformed values are then collected for
all 200 concepts and presented in a box plot. Significance
of comparisons is then evaluated using a Tukey Honestly
Significant Difference test.

Since the authors criticized other tests to aggregate the
evaluation results to only one measure of quality, such as
accuracy, they don’t provide guidance on how to tell if one
tested MSR is better than another. One obviously desir-
able feature for the tested MSRs is discrimination of the
truly related types from the random types. Thus, the test
set can also be used to compare MSRs with the experiment
setups used for example in the evaluation with the Free
Association Norms (see section 4.3.). Even if the result-
ing accuracy value will certainly not state if one MSR is
better or worse than another, the resulting values still are
interesting to compare and interpret.

Using the set, we noted that some relata have been
added very often, such as old (associated to 157 of 200
concepts) or new (96 of 200) in the attribute group. While
almost everything, even abstract concepts, can be consid-
ered old or new, we think the relation is most of the times
very weak. Also the word pairs sometimes rely on the sup-
plied part-of-speech tagging which might lead to problems
if one is not using them. However, these are minor draw-
backs compared to problems other test sets show.

As displayed in figure 1, all measures are well able to
discriminate the true relata from the random ones. Differ-
ences between each true relation type and the random types
are all significant (α = 0.05). All measures tend to have
a distinctive preference towards co-hyponyms with BCM
showing the highest preference.

For BCM, median values for all true types but co-
hyponyms are smaller than for NSS and PMI. Still, all true
types but hypernyms and events are significantly differ-
ently distributed. The random types are statistically indis-
tinguishable from each other and are packed much tighter
than for NSS and PMI.

Looking at the plot and pairwise comparisons for PMI
and NSS, hypernyms and events are just as in BCM in-
distinguishable, while interestingly both measures show,
in contrast to BCM, significantly different distributions
among all random group types.

For the results of the “discriminate-from-random” test
displayed in table 3, BCM performs slightly worse than
PMI and NSS, but the distribution of accuracy values over
all groups does not differ significantly from each other.
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(a) Boxplot of PMI results
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(b) Boxplot of NSS results

●●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●
●

●

●

●

●
●●
●

●

●
●

●

●

●

●

●●●
●

●

●

●

●
●

●

●●

●
●

●

●
●
●

COORD HYPER MERO ATTRI EVENT RAN.N RAN.J RAN.V

−
2

−
1

0
1

2

(c) Boxplot of BCM results

Figure 1: Distribution of z-transformed semantic similarities across concept types

5. Conclusion

In the former sections we motivated the importance, es-
pecially for information retrieval systems, of being able to
determine the semantic relatedness between terms. With
PMI and NSS we presented two state of the art measures
and introduced the Bidirectional Co-occurrence Measure
as an intuitive and well-performing alternative to the for-
mer.

We then covered the methodology of generating the un-
derlying co-occurrence statistics and presented a survey of
current benchmark tests as well as an evaluation for all
three MSRs, which showed that BCM performed either
on-par or significantly better than the standard measures.
However, we also argued that the presented test can not

definitely answer if one measure is strictly better than an-
other. Thus, we encourage researchers and developers who
are experimenting with semantic similarity to consider us-
ing BCM, but also to try different approaches to determine
which specific MSRs’ behavior suits their needs best.

6. Further Work
Looking at a new MSR, it would be interesting to look

more into its performance when varying the underlying pa-
rameters, most prominently the used corpus and the defi-
nition of a context window, but also experimenting with
different weighting schemes such as BM25 instead of idf.
Also, we would like to look into comparisons with other
techniques such as ones, for example, based on ontologies
or external sources like WordNet (Fellbaum, 1998).
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